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Logic & Language: Is there a relationship?

�at one extreme, logic is considered unnatural and

irrelevant; at the opposite extreme, language is incurably

vague and should be replaced by logic�

[Sowa, 2007]
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pi and pj can be ε

dochutit (to �avour) maso (the meat) £esnekem (with garlic)
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� ε + accusative → ε + nominative

� ε + instrumental → po + locative
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Example

<title>'dochutit' has effect 'chutnat'</title>

<verbalex:inference type="effect" verb="dochutit">

<verbalex:ruleset id="taste_like" inferred_verb="chutnat"

negation="False">

<verbalex:rule case="c4" prep="" inferred_case="c1"

inferred_prep=""/>

<verbalex:rule case="c7" prep="" inferred_case="c6"

inferred_prep="po"/>

</verbalex:ruleset>

</verbalex:inference>
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The Algorithm

For the VP in sentence V input ∈ Sinput �nd all inference rules
that contain V input as a input verb phrase.

For each I = (V input,Voutput, n,S, t):

1. �nd all dependents D1, . . . ,Dn of V input in Sinput.

2. transform V input to Voutput (using majka [�merk, 2009]).

3. transform all possible dependents according to their
corresponding rule S = (SPinput i , SPoutput i )
(using majka [�merk, 2009]).

4. generate a sentence Soutput from Voutput and transformed
dependents.
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Example Outputs

Sinput t Soutput

Nahrubo nastrouháme
v²echny sýry

precondition na v²echny sýry vez-
meme struhadlo

velmi prudce ope£eme
z obou stran

equals z obou stran orestujeme

najemno nasekáme zele-
nou papriku

precondition na zelenou papriku vez-
meme n·º

O£istíme ryby equals ryby zbavíme ne£istot
Broskve oloupeme equals broskve zbavíme slupky
na orestovanou cibuli
dáme ºampiony

precondition ºampiony máme

podáváme s vinnou p¥-
nou � ²odó

equals s vinnou p¥nou servíru-
jeme
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Evaluation

cooking recipes corpus with 37 thousand tokens

174 verbs occuring in cooking recipes

232 inference rules

� test on 2 400 sentences

� 822 VPs detected and con�rmed correct

� 253 new sentences generated

� 135 sentences syntactically correct

� 118 sentences semantically correct
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domain-speci�c preprocessing

� named entities (e.g. crème fraîche)

� conjunction expansion (e.g. chop onion, stir and fry) → chop
onion, stir onion and fry onion

� improbable forms (e.g. participles)

� most probable forms (e.g. 1st person plural, imperative)

� common errors as named entities (e.g. creme fraiche)
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