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Logic & Language: Is there a relationship?

“at one extreme, logic is considered unnatural and
irrelevant; at the opposite extreme, language is incurably
vague and should be replaced by logic”

[Sowa, 2007]
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Example

<title>’dochutit’ has effect ’chutnat’</title>

<verbalex:inference type="effect" verb="dochutit">
<verbalex:ruleset id="taste_like" inferred_verb='"chutnat"
negation="False">

<verbalex:rule case='"c4" prep="" inferred_case="cl"
inferred_prep=""/>
<verbalex:rule case="c7" prep="" inferred_case="c6"

inferred_prep="po"/>
</verbalex:ruleset>
</verbalex:inference>
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The Algorithm

For the VP in sentence Vinput € Sinput find all inference rules
that contain Vinput as a input verb phrase.

For each | = (Vinput, Voutput, n, S, t):

1. find all dependents Dy, ..., D, of Vinput in Sinput.
2. transform Vinput to Voutput (using majka [Smerk, 2009]).

3. transform all possible dependents according to their
corresponding rule S = (SPinput;, SPoutput;)
(using majka [Smerk, 2009]).

4. generate a sentence Soutput from Voutput and transformed
dependents.
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Example Outputs
Sinput t Soutput
Nahrubo nastrouhdme | precondition | na vSechny syry vez-

vsechny syry

meme struhadlo

velmi prudce opeceme
z obou stran

equals

z obou stran orestujeme

najemno nasekame zele-
nou papriku

precondition

na zelenou papriku vez-
meme niiz

Ocistime ryby

equals

ryby zbavime necistot

Broskve oloupeme

equals

broskve zbavime slupky

na orestovanou cibuli

dame zampiony

precondition

Zampiony mame

podavame s vinnou pé-
nou — $o0d6

equals

s vinnou pénou serviru-
jeme

Conclusion
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